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Evolving network G(t)
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probabilistic model M(θ)

Likelihood of model: Probability of generating 
entire evolution of G from model M(θ)
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Distinguishing networks generated by BA vs RP
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0

0.05

0.1

0.15

0.2

0.25

0.3

1.93709⇥ 107 1.98284⇥ 107 2.02859⇥ 107

C

Timestamp

Global Clustering Coefficient

Original Data
Random

PFP
PFP/Random mix



Conclusion and Next Steps

!16



Conclusion and Next Steps
Model likelihood as a tool for 
identifying the contribution of 

different network growth mechanisms 
- even similar-looking ones

!16



Conclusion and Next Steps
Model likelihood as a tool for 
identifying the contribution of 

different network growth mechanisms 
- even similar-looking ones

Can be used to find the best fit of a 
mixture of models to real data that 

takes into account the whole 
network’s evolution

!16



Conclusion and Next Steps
Model likelihood as a tool for 
identifying the contribution of 

different network growth mechanisms 
- even similar-looking ones

Can be used to find the best fit of a 
mixture of models to real data that 

takes into account the whole 
network’s evolution

Use of model likelihood to detect 
changepoints: drop in likelihood 

indicating network change.

!16



Conclusion and Next Steps
Model likelihood as a tool for 
identifying the contribution of 

different network growth mechanisms 
- even similar-looking ones

Can be used to find the best fit of a 
mixture of models to real data that 

takes into account the whole 
network’s evolution

Use of model likelihood to detect 
changepoints: drop in likelihood 

indicating network change.

Thanks for listening!
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